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Introduc)on 
 
The idea around the development of the algorithm is such to contribute to the robustness of 
the complete veracity machine-learning algorithm. The veracity algorithm was designed with 
the absolute aim to reduce fraudulent repercussions and improve user-experience on 
websites. Thus, in turn also benefi=ng the involved first party company. Bots have been 
quite nuisance for the business conducted by various websites but they have seemingly 
evolved much farther in recent @mes. 
 
Just as veracity focuses on protec@on of websites from bots, the security design that can be 
an addi@on to the complete system also focuses on improving the subjected component by 
catalysing the detec@on of bots from humans via extracted data. 
 
Plo=ng a curve on the extracted coordinates and using that kind of data to further verify 
whether the extracted data is accurate enough to put the veracity algorithm in the good 
books of their buyers, is the main purpose of this algorithm. It is therefore capable of 
producing the required data to check whether the input graph is that of a bot and human 
through scaFering the residuals and se=ng a threshold on the same graph. 
  



Aims 
 
 

1. To input the coordinates and plot a quadra4c curve on the generated graph. 

 

2. To produce residual elements by sca;ering the data on separate graph. 

 

3. To set a threshold and measure farthest data points. 

 

4. Output the results as bot and human. 

  



Methodology 
 
At first, the development began with producing files for plo=ng a curve on the given set of 
coordinates. 
The next component was to split the file in individual components. 
The third approach was to rotate the ploFed graph. This was considered in the case where 
plo=ng a curve which has nega@ve gradient or is complex in its nature, will further make the 
process of plo=ng the curve on the graph more complex and further on result in producing 
the complex equa@ons for comparison. 
 
AHer considering all the individual approaches, the final approach taken towards it was to 
input the pair of coordinates to build the graph and then plot a quadra@c curve on it. Then, 
using the data gathered create another graph of scaFering the residual elements once the 
list of residuals are created. 
Ostensibly, the residual list consists of the same data but in different format. Marking the ‘0’ 
on the given graph and then se=ng a threshold on a number on the graph can help in 
measuring the scaFered elements’ distance from the threshold. 
The residuals list is nothing but the difference of reshaped ‘y’ coordinates in 2D array form 
and the predicted ‘y’ points that are calculated through linear regression. 
 
In the designed algorithm, the threshold is set at ‘1’ and ‘-1’ considering the both ends of 
the range. If the given dataset has residuals crossing this unit of threshold then it can be 
deemed human. Otherwise, any other residual falling in lower category can be deemed bot 
given the simple curve-nature of the generated graph. 
 
The only manual assistance in the graph is to set the threshold manually on experimented 
datasets and use the outcomes in the favour. 
 
The threshold in the algorithm currently is set considering the tests performed on them @ll 
date. 
  



Results 
 
For the following pair of coordinates, are the resultant output of the algorithm to classify the 
input graph as bot or human. 
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The input data is used keeping in mind that they be diverse and giving the idea of supposed 
working of the algorithm. Thus, various kinds of similar datasets can be experiment with. 
  



Conclusion 
 
Arriving at the conclusion, the algorithm is currently capable of plo=ng a simple quadra@c 
curve for visual verifica@on and then further using residual elements to perfectly classify the 
input as bot or human. 
 
There were many different approaches discussed while undertaking it’s development but 
none of them seem to provide any immediate solu@on but have a very good poten@al in the 
future uses if needed to further advance the algorithm. 
 
Thus, the graphs available to the user by the end is : - 

• Curve plo=ng on the given graph. 
• Residual measuring from a manually set threshold. 

 
 
Future work 
 
Considering all the approaches that were discussed previously along with their limita@ons 
are as follows. They do not prove any immediate need as of now but if needed in future, can 
be of great use inside the same algorithm with a liFle modifica@ons regardless of their 
complex nature. 
 

1. Chebyshev Polynomial 
 

Chebyshev polynomials are a family of orthogonal polynomials with various 
applica@ons in diverse fields; including numerical analysis, polynomial approxima@on 
and interpola@on, signal processing, and solving differen@al equa@ons. They are 
named aHer the Russian mathema@cian Pafnuty Chebyshev and are denoted by Tn(x) 
where n is the degree of polynomial. Chebyshev polynomials Tn(x) and Un(x) of the 
degree n are of the first and second kinds respec@vely, of the range [-1, 1] of x. The 
func@ons 

 
are called the Chebyshev polynomials of the first kind. They are solu@ons of 
the Chebyshev differen@al equa@on for non-nega@ve numbers. 
 
Advantages: - 
 

• This property ensures that the coefficients of different terms in the 
polynomial do not interfere with each other, hence simplifying the process of 
finding the best-fit polynomial and leading to more accurate approxima@ons. 



• Chebyshev polynomials exhibit a superiority in polynomial approxima@on to 
the Fourier series due to its accuracy. 

 
This method only has few severe challenges when taking the pragma@c perspec@ve 
such as that it needs to be set a degree for the polynomial and number of terms, 
which can be used for equa@ons’ comparison. Though complex, serves as poten@al 
for future advancements (if any). 
 
 

2. Markov Chain 
 
The con@nuous valued Markov Chain can also be used for iden@fying hidden paFerns 
within trajectories. They used the smooth SVM for classifica@on, within the context 
of iden@fying whether a user is indeed the user themselves or an intruder. 
Given the Markov chain method deals with real @me data as it’s coming in, it could 
be a powerful tool in that it can perform the classifica@on as the user moves their 
cursor, whereas the Chebyshev polynomial can only be applied once the user has 
finished crea@ng their trajectory. Though not of the usage now, the method has 
poten@al. 
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• Source file des0na0on (‘CurveFinalPrime.py’) : -

h1ps://github.com/Shiv716/CurveFit_veracity/blob/main/CurveFinalPrime.py 
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